## Graduate Seminar on Discrete Optimization (Summer 2021)

## Randomized Algorithm with Approximation Ratio Better than 3/2 for Symmetric TSP

1. Maximum entropy distributions of spanning trees - Section 1.1 and Theorem 1.3 and its proof from Asadpour et al.
2. Strongly Raleigh measures and random spanning trees - Section 2.4 and sketch of Section 2.5 and Section 2.6
3. Main theorem - Structure of the proof - Sections 2.2 and 3.0 and 4.1 (proof of Theorem 1.1 using Theorem 3.1 and proof of Theorem 4.2)
4. Cuts crossed on both sides and polygons - Section 4.2 (proof of Theorem 3.1 using Theorem 4.6) and beginning of Section 4.3
5. Cuts crossed on one side and hierarchy of cuts - Rest of Section 4.3 up to 4.5 (proof of Theorem 4.6 using Theorem 4.33)
6. Gurvits Lemma - Sections 5.1 and 5.2
7. Good edges - Sections 5.3 and 5.4
8. Matching - Sections 6 and 7.0 (proof of Theorem 4.33 using Theorem 7.1)
9. Reduction and payment: good top edges - Section 7.1
10. Reduction and payment: increase for bottom edges - Section 7.2
11. Reducing Path TSP to TSP (I) - Traub et al., mainly Sections 3.2 and 5
12. Reducing Path TSP to TSP (II) - Traub et al., mainly Sections 3.3, 3.4, and 4
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